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Abstract

The activities of the group for ’Modelling and Simulation
of Turbulent Flows’ at the Institute of Fluid Mechan-
ics and Aerodynamics (Technical University of Darm-
stadt, Germany) in hybridizing the RANS (Reynolds-
Averaged Navier-Stokes) and LES (Large-Eddy Simula-
tion) computational methods for simulating complex tur-
bulent flows are reviewed.

1 Introduction

All turbulent flows are inherently unsteady. Even if the
mean flow can be regarded as steady (and e.g. two-
dimensional) the turbulence is always unsteady (and
three-dimensional). In some simple attached flows, the
mean flow and corresponding turbulence structure can
be correctly captured by using conventional models em-
ployed in (steady/unsteady) RANS (Reynolds-Averaged
Navier Stokes) framework. However, in configurations
featured e.g. by flow separated from curved continuous
walls (characterized by intermittent separation region)
the fluctuating turbulence associated with a highly un-
steady separated shear layer has to be adequately (to
an appropriate extent) resolved in order to capture even
the mean flow properties correctly. Accordingly, the ap-
plication of a suitable scale-resolving turbulence model
is required. The flow complexity is especially enhanced
when dealing with high Reynolds number flows. Ex-
tremely high demands on spatial and temporal reso-
lutions prevent the application of highly feasible com-
putational methods, such as Direct Numerical Simula-
tion (DNS) and Large-Eddy Simulation (LES). Further-
more, a highly irregular anisotropic grid cells’ arrange-
ment, not only in the immediate wall vicinity, invalidates
the Smagorinsky-related subgrid-scale models, keeping
in mind an explicit dependence of the stresses residing
in subgrid scales (τij ∝ νsgsSij) on the grid spacing,
corresponding directly to the filter width. Especially
suitable for handling such complex flows, also at higher
Reynolds numbers, are the hybrid RANS/LES (Large-
Eddy Simulation) methods. Their aim is to combine the
advantages of both RANS and LES methods in order to
provide a computational procedure that is capable to af-
fordably capture the unsteadiness of the flow. Unlike in
the LES framework utilizing mostly the SGS (SubGrid-
Scale) models of the Smagorinsky type (0-equation mod-
els), where the grid spacing ∆ represents the character-
istic size of the largest unresolved scales (subgrid-scales),

the representative length (and time) scales of the resid-
ual turbulence entering the relevant equations of motion
in the hybrid LES/RANS methodologies are determined
by solving respective equations describing the dynam-
ics of corresponding turbulence quantities. Accordingly,
the basic of any Hybrid RANS/LES method is a RANS-
based model formulation describing the unresolved sub-
scale fraction of turbulence. The RANS-based sub-scale
models of different complexity are appropriately ’sensi-
tized’ to account for turbulence unsteadiness (fluctuating
turbulence) by introducing either:

• a grid-spacing-dependent filter parameter: mostly
in the length-scale determining equation - PANS
(Partially-Averaged Navier-Stokes, proposed prin-
cipally by Girimaji, 2006 and further devel-
oped by Basara et al., 2011, 2018) / PITM
(Partially-Integrated Transport Model, developed
principally by Chaouat and Schiestel, 2005) equa-
tion/expression - DES-related schemes (DES -
Detached-Eddy Simulation, developed principally
by Spalart et al., 1997; see also Spalart, 2009 for fur-
ther upgrades) / VLES (Very LES; proposed prin-
cipaly by Speziale, 1998;)
or

• the von Karman length scale LvK = κS/|∇2U |
- nominally a grid-spacing-free model formulation;
SAS - related models (Scale-Adaptive Simulation
model developed principally by Menter and Egorov,
2010)

Accordingly, the model equations (formulated and val-
idated within the Steady RANS framework, describ-
ing the fully-modeled turbulence) adapt automatically
(by interplaying with the grid resolution) to the highly-
unsteady (unresolved, residual) sub-scale turbulence.
The grid spacing incorporated in the hybrid LES/RANS
models, represents just one of several model parameters
serving for the determination of the unresolved turbulent
scales. The relevant model formulations point to com-
plex relationships involving different turbulent quantities
exhibiting high level of coherence. Consequently, unlike
in the LES method, where the grid size ∆ influences very
directly the final outcome, the grid spacing ∆ is obvi-
ously a less influential factor in Hybrid LES/RANS mod-
els - such a model rationale has inherently much more
physics, allowing the use of coarser spatial and temporal
resolutions.
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2 Presently used eddy-resolving
models

Following eddy-resolving computational models are
presently in focus1:

• VLES (Very Large-Eddy Simulation) and PANS
(Partially-Averaged Navier Stokes) - seamless, vari-
able resolution hybrid LES/RANS models (Chang
et al., 2014; Chang et al., 2015b; Jakirlic et al., 2014,
2016a, 2016b, 2017, 2018, Krumbein et al., 2017a,
2017b, 2018). In both methods a four-equation
ERM-based model formulation (Elliptic-Relaxation
Method), solving the equation describing the dy-
namics of the normal-to-wall turbulence intensity
component in addition to equations governing the
sub-scale kinetic energy of turbulence and its dissi-
pation rate (Hanjalic et al., 2004), was employed to
mimic the sub-scale model seamlessly in the entire
flow domain. Whereas the destruction term in the
equation governing the scale-supplying variable is
appropriately modelled in the PANS framework, the
VLES method is concerned with appropriate sup-
pression of the turbulent viscosity in the equation of
motion directly. Such actions cause turbulence level
to be suppressed towards the ’subscale’ (’sub-filter’)
level. Herewith, the development of the structural
characteristics of the flow and associated turbulence
is enabled.

• An eddy-resolving Reynolds-stress model
(RSM) for unsteady flow computations: denoted
as Instability-sensitive RSM - IS-RSM (Jakirlic and
Maduta, 2015a, 2015b; Maden et al., 2015; Maduta
et al., 2017; Kütemeier et al., 2019; Köhler et
al., 2020; Bauer et al., 2020). The model scheme
adopted, functioning as a ’sub-scale’ model in the
Unsteady RANS framework, represents a differen-
tial near-wall Reynolds stress model formulated in
conjunction with the scale-supplying equation gov-
erning the homogeneous part of the inverse turbu-
lent time scale. The model capability to account
for the vortex length and time scales variability
was enabled through a selective enhancement of the
production of the dissipation rate in line with the
SAS proposal (Menter and Egorov, 2010) pertinent
particularly to the highly unsteady separated shear
layer regions. Recently, the SAS-relevant method-
ological sensitivity towards adequate capturing of
the turbulence instabilities is extended to an eddy-
viscosity model Similar as in both PANS and VLES
methods the Hanjalic et al. (2004) model for-
mulation has been appropriately modified, Krum-

1A zonal two-layer hybrid LES/RANS methodology
(it could also be considered as a RANS-based wall-modelled
LES), with a differential near-wall eddy-viscosity model covering
the wall layer and the conventional LES resolving the core flow,
represents also a relevant research activity (Jakirlic et al., 2009,
2010 and 2011). Special attention was devoted to the coupling of
both methods, the issue being closely connected to the treatment
at the interface separating RANS and LES sub-regions. Hereby,
great importance is attached to simplicity, efficiency and applica-
bility to complex geometries. The exchange of the variables across
the LES/RANS interface was adjusted by implicit imposition of
the condition of equality of the modelled turbulent viscosities (by
assuming the continuity of their resolved contributions across the
interface), enabling a smooth transition from RANS layer to the
LES sub-region. Next important issue is the utilization of a self-
adjusting interface position in the course of the simulation. A
control parameter representing the ratio of the modelled (SGS) to
the total turbulent kinetic energy in the LES region, averaged over
all grid cells at the interface on the LES side, is adopted in the
present zonal modelling strategy.

bein et al. (2020). The model proposed is de-
noted as the eddy-resolving ERM-based eddy-
viscosity model (denoted by ER−ζ −f). The ini-
tially proposed SAS-formulation involving the von
Karman length scale (LvK = (κS/|∇2U |)), was re-
formulated here by expressing it as a function of
the second derivative of the velocity field directly,
as proposed originally by Rotta (1972). The latter
modification, making the model even more sensitive
against turbulence unsteadiness (a resolving mode
can be enabled at even coarser grid resolutions), has
been consequently used also in conjunction with the
previously mentioned Reynolds-stress model, Küte-
meier et al., 2019; Köhler et al., 2020; Bauer et al.,
2020. Both URANS-based sub-scale model formula-
tions are grid-spacing free unlike the majority of rel-
evant hybrid RANS/LES models, representing cer-
tainly an advantage, especially if unstructured grids
with arbitrary grid-cell topology are to be employed.

The predictive performances of the proposed models
are intensively validated in numerous aerodynamic-type
flows of different complexity featured by boundary layer
separation, swirl and impinging, including also convec-
tive heat transfer cases. A selection of relevant results
as well as the results obtained by the consequent models
application to some configurations relevant to car aero-
dynamics and IC engines is illustrated in Section 3. All
VLES and IS-RSM model equations are implemented
into the OpenFOAM Code with which all respective
computations have been performed, whereas the AVL-
FIRE [1] code was applied for all PANS computations.
In all cases second-order accurate spatial and temporal
discretization schemes have been applied.

3 Computational illustrations

Selected results illustrating the predictive capabilities of
the afore-introduced RANS-based eddy-resolving mod-
els are displayed in the following figures without going
into specific details with respect to the flow configura-
tions description, spatial (grid size and arrangement) and
temporal resolutions, discretization methods, inflow and
boundary conditions; for all these details interested read-
ers are referred to respective publications.

3.1 PANS-related results

The predictive performance of the PANS methodology is
preliminary investigated by computing a series of canoni-
cal, geometrically simpler configurations, but featured by
complex flow straining and associated turbulent inter-
actions including separation, swirling effects and mean
compression in a square piston-duct assembly, Chang et
al. (2015a, 2015b). The results shown presently are ex-
clusively related to the external car aerodynamics (Jakir-
lic et al., 2016b, 2018). Figures 1-6 illustrate the feasi-
bility of the PANS method in computing the flow past
three ’DrivAer’ car models (Heft et al., 2012; Heft 2014)
characterized by differently designed rear end shapes:
estate-back, fastback and notchback configurations. Fig.
1 depicts the vortex structure past the estate-back model
visualized by using the Q-criterion.
The vortex structure refinement associated with an

intensive unsteadiness in the wake behind the car can
be observed. The near-wake region is populated with
smaller vortices whereas the ligament-like vortices shed-
ding from the car surface experience a certain disruption
caused by a complex flow straining in the far wake region.
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Figure 1: Q-criterion visualization of the vortex struc-
ture past the estate-back configuration predicted by
PANS method (Q = 6500s−2)

The appropriately high resolution of the structural char-
acteristics of the wake region led to its intensive spread-
ing pointing to an enhanced turbulence activity, com-
plying with the PANS method’s capability to capture
fluctuating turbulence to a corresponding extent. Fig-
ures 2 show the PANS-related mean velocity field and
associated streamlines illustrating the separation region
behind the estate-back and fast back ’DrivAer’ car mod-
els.

Whereas the fastback and notchback (not shown here)
models are characterized by a very similar wake topol-
ogy, the estate back configuration points to a much more
complex vortex system. The correspondingly large flow
reversal region occupying the entire box-type rear-end
originates from the boundary layer separating in parallel
(in the spatial sense) from the roof edge over its entire
spanwise extent, sides and underbody. Accordingly, a
complex vortical pattern is formed consisting of two pairs
of counter-rotating vortices: the base vortices interact-
ing with the ground (encountered also in both the notch-
back and fast-back configurations) and the so-called tip
vortices. The surface pressure distribution (Fig. 3) at
the car body is completely in accordance with the com-
puted velocity field exhibiting total deceleration within
the stagnation region occupying the front part (charac-
terized by Cp = 1) followed by high acceleration at the
strongly curved front car surface associated with a steep
Cp decrease. After the pressure alternation from a char-
acteristic rise at the engine cover surface and a further
pressure drop reflecting the effects of the favourable pres-
sure gradient due to a flow acceleration over the front
window a certain plateau characterized by negative val-
ues pertinent to the roof surface is reached. Apart of the
roof locality accommodating the wall-mounted sting (not
accounted for in the computational study), the agree-
ment with the experimental results is very good. The
Cp-developments related to three investigated rear end
designs start to differ from each other approximately at
the middle of the roof. Whereas a negative pressure
plateau characterizes the estate-back configuration pre-
ceding a sudden jump to an almost zero Cp-value related
to a relatively steep transition from the roof to the rear-
window, the pressure development at the notchback and
fastback car models exhibits a much more complex trend.
The relevant pressure progressions are qualitatively sim-
ilar, but the distinct positive peak values are spatially

Figure 2: Estate-back and fastback ’DrivAer’ car models:
mean streamlines and iso-contours of the velocity field
colored by its magnitude obtained by the PANS method

shifted, with that related to the fastback model occurring
more downstream, following the turnover of the velocity
field from accelerating to decelerating mode.

A qualitative impression about the flow past a BMW
car model taking over a truck model is illustrated in
Fig. 4. Both vehicles represent down-scaled (1:2.5),
geometrically-similar models of realistic vehicle configu-
rations for which on-road measurements have been per-
formed by Schrefl (2008). Figures 5 display the Q-
criterion visualization of the vortical flow structure corre-
sponding to two car-truck relative positions x/L = −0.80
and x/L = 0.39, with the latter relating to the most crit-
ical car-truck constellation characterized by the largest
drag coefficient. Between these positions a characteristic
change of the drag coefficient from reduced to enlarged

Figure 3: Development of the mean surface pressure co-
efficient over the upper surface of all three investigated
configurations - notchback, fastback and estate-back
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Figure 4: Computationally obtained instantaneous ve-
locity field and corresponding streamlines related to the
car-truck relative position x/L = −0.40

Figure 5: Computationally obtained vortex structures
related to the car-truck relative positions x/L = −0.80
(upper) and 0.39 (lower) visualized by the Q-criterion

value relative to the isolated single car occurs (investi-
gated by Jakirlic et al., 2014). The inherent flow un-
steadiness originating from the multiple stagnation re-
gions at the front end of both vehicles, front side of the
wheels and mirrors remained preserved down to the far
wake region. These pictures indicate also the spatial
extent of the vortical structures in terms of their size
and shape diversity, similar to those displayed in Fig. 1.
The complex flow straining expressed through an inten-
sified interaction between wall-bounded and subsequent
multiple separated shear layers influences strongly the
formation of the wake region. Similar as in the case
of the ’DrivAer’ model (Fig. 1) the adequate captur-
ing of the intensified turbulence activity within the wake
requires an appropriately high resolution of the related
structural properties, representing the inherent feature
of the PANS methodology. Figures 6 show the devel-
opment of the aerodynamic coefficients associated with
the side force (Fs), representing the spanwise (y) com-
ponent of the force comprising contributions originat-
ing from both the pressure and friction forces, and the
yawing moment (CMz). The PANS results are obtained

Figure 6: Variation of the car-related aerodynamic co-
efficients associated with the side force (Cs) and yawing
moment (CMz) during the overtaking manoeuvre

by applying two temporal resolutions corresponding to
time steps ∆t = 0.0001sec and ∆t = 0.00025sec. The
solid black lines displaying the development of both co-
efficients represent the experimental results determined
during the ’on-road’ overtaking process involving realis-
tic vehicles. The prime focus of the experimental cam-
paign was the investigation of the car stability during the
’on-road’ overtaking manoeuvre, characterized by strong
unsteadiness of the oncoming flow. Accordingly, only
these two mostly relevant quantities have been measured.
In addition, the quasi-steady wind-tunnel measurements,
represented by the square symbols, are used here as a
reference. Both coefficients follow closely the experimen-
tal reference. Outside of the ’overtaking region’ (taking
place between x/L = −1.60 and x/L = 1.17) both co-
efficients oscillate weakly about the value corresponding
closely to that related to the isolated single car (marked
by the horizontal line). The flow acceleration, and conse-
quently the pressure reduction, within the gap between
two vehicles is especially pronounced at the relative po-
sition x/L = −0.80 corresponding to the highest pos-
itive value of the side force directed towards the truck
(Fig. 6-upper). This effect, representing an expected
outcome complying with the car situated in the truck
wake characterized by lower flow velocities, implies the
truck exerting a suction effect on the car. Analysis of the
yawing moment development (Fig. 6-lower), the maxi-
mum value of which is reached somewhat earlier com-
pared to the side force, reveals a complementary reac-
tion: the car’s front axle is turned into right direction
towards the truck. In the further course of the over-
taking process a dramatic change of both coefficients,
from positive to negative values, takes place. The side
force coefficient experiences its lowest (negative) value at
the relative position x/L = 0.39; the minimum negative
value of the yawing moment is recorded earlier, at the
position x/L ≈ 0.0. The flow within the narrow gap is
still accelerated, but there is a bow-wave effect originat-
ing from the truck acting repulsively on the car. This
process is complemented by the front axle turning into
left direction away from the truck, being in relation with
the negative yawing moment.
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Figure 7: Q-criterion-visualization of the vortical struc-
ture in the impinging jet flow coloured by velocity mag-
nitude (upper), mean velocity field and corresponding
streamlines (lower)

3.2 VLES-related results

In the course of the VLES model development differ-
ent canonical flows have been computed: natural decay
of the homogenous isotropic turbulence, channel flow in
a Reynolds number range (also over a rough surface,
Krumbein et al., 2017a) and separated flow over a curved
continuous surface, Chang et al. (2014). The method is
consequently applied to a swirling flow in cooling hole
of a turbine blade as well as to different vehicle aerody-
namics cases, Jakirlic et al. (2016a, 2017). Here, some
selected results related to a slot-jet impinging perpen-
dicularly onto a heated wall and thermal mixing in a
cross-stream type T-junction (Krumbein et al., 2017b,
2018) will be presented.
Fig. 7 shows the vortex structure of the plane jet at

Rem = 9120 impinging onto a heated wall visualized by
Q-criterion and the resulting mean velocity field with
corresponding streamlines. The strong deceleration of
the jet by approaching the bottom plate related to the
stagnation region and subsequent acceleration and wall-
jet formation are clearly visible. A large recirculation
zone with a very low back-flow intensity is created at the
upper wall.
Figures 8 show the semi-log plots of the mean ve-

locity and temperature profiles obtained by the VLES
and RANS (employing the ζ − f model representing the
RANS constituents of the VLES) methods along with
the DNS results (Hattori and Nagano, 2004) at selected
streamwise x/D-locations (marked by dashed lines in
Fig. 7). Fig. 8-upper shows the velocity in the near-
wall region normalized by the local wall friction veloc-
ity Uτ varying in streamwise direction. The displayed
mean velocity profile development reveals very strong
departure from the equilibrium conditions, underlying
the logarithmic law. The high positive pressure gradi-
ent typical of the impingement region (streamwise po-
sition X/D = 0.5) causes large departure from the log-
law in line with the strong jet deceleration when per-
pendicularly impinging the wall. The consequent flow
relaxation in terms of the mean velocity intensification
(flow acceleration) pertinent to the wall jet region is doc-
umented at the positions x/D = 1 − 4 in very good

Figure 8: Velocity and temperature profiles in wall units
at different locations x/D. For better visibility, only
every third data point of the DNS data set is shown

agreement with the DNS database. With the RANS
model a slight overprediction of the velocity at the more
upstream positions is obtained. Regarding the thermal
fields, mean temperature field is analysed. Fig. 8-lower
shows temperature profiles in wall units at different po-
sitions along the impingement plate. The temperature
is non-dimensionalized by normalizing the difference of
the temperature and the local wall temperature (T −Tw)
with the friction temperature θτ = qw/(ρCpUτ ). Again
a highly non-equilibrium nature of the thermal field con-
sidered is clearly illustrated by a corresponding depar-
ture from the conditions associated with the logarithmic
law. Very good agreement is obtained with the VLES
model, while the RANS model overpredicts slightly the
temperature away from the wall at further downstream
positions.

Thermal mixing in two cross-stream T-junction con-
figurations occurring under constant (DNS reference by
Hattori et al., 2014) and variable (experimental reference
by Hirota et al., 2010) fluid properties is presently con-
sidered. Here, as an illustration, only the results related
to the former configuration will be shown, Figure 9-11
(for more details Krumbein et al. 2018 should be con-
sulted). The flow field arising from the impingement of
the two crossing streams is displayed in Fig. 9. The flow
issuing from the vertical branch-channel detaches at its
right upper edge denoted by position x/H = 0.0; sub-
sequently, a flow reversal zone is developed at the lower
main-channel-wall with associated flow acceleration in
the upper part of the channel complying with the conti-
nuity condition. The separated shear layer aligned with
the mean dividing streamline is primarily responsible for
a strong turbulence production - the most intensive tur-
bulence activity originates from the separation process
(see Fig. 10). Further downstream at x/H = 2, the flow
reattaches. The Q-criterion image (Q = 10s−2) enables
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Figure 9: Q-criterion-visualization of the vortical struc-
ture in the T-junction configuration coloured by velocity
magnitude (upper), mean velocity field and correspond-
ing streamlines (lower)

Figure 10: Turbulence kinetic energy profiles normalized
by the bulk velocity at different streamwise positions

visualization of the mechanisms of the separated shear
layer generation at the right edge of the vertical branch
channel dominated by the spanwise vorticity, its rolling
up and finally its shedding and disruption by a corre-
spondingly complex straining within the main horizontal
channel. The profiles of the kinetic energy of turbulence
(Fig. 10) and appropriately normalized mean temper-
atures (Fig. 11) are evaluated at different streamwise
positions x/H marked by the dotted lines in Fig. 9. The
results interpretation covers all characteristic flow locali-
ties: crossing/merging zone of main and branch streams,
recirculation zone including separation and reattachment
points, as well as the post-reattachment region. Typ-
ical turbulent intensity field is obtained revealing the
strong profiles’ asymmetry with characteristic near-wall

Figure 11: Temperature profiles normalized with hot and
cold stream temperatures at different streamwise posi-
tions (red lines denote the thermal layer spreading)

peaks representing the consequence of enhanced turbu-
lence production due to the strong velocity gradients at
both bottom and upper walls, and the intensified turbu-
lence activity at the wall distances coinciding with the
separated shear layer region. Overall good agreement
between the VLES and DNS data can be observed. The
ζ − f -RANS model underpredicts the turbulence level,
especially in the separated shear layer region and the
recirculation bubble. The underestimation of the tur-
bulence kinetic energy in the separated shear layer is,
as it is well-known, associated with a weaker momen-
tum transfer into the recirculation zone representing the
prime reason for the overestimation of the length of the
recirculation bubble. The thermal layer area character-
ized by large temperature gradients (Fig. 11) progresses
above the separated shear layer representing the region
where the thermal streams originating from both inflow
channels merge. Thermal mixing is captured accurately
within the VLES framework. In the RANS simulation
however, thermal mixing intensity is severely underpre-
dicted resulting in a too narrow thermal mixing layer,
characterized by a too steep temperature gradient with
corresponding underestimation of temperature level in
the upper and overestimation in the lower part of the
main channel. This points to a weaker momentum ex-
change and consequently a lower spreading rate of the
separated shear layer; the latter outcome is, as discussed
earlier, directly correlated with the lower turbulence ac-
tivity in this region.

3.3 IS-RSM-related results

Numerous canonical attached flows and flows separated
from sharp-edged and curved walls have been computed
in the course of interactive model development and val-
idation, Jakirlic and Maduta (2015a, 2015b). Figures
12-23 offer a relevant overview illustrating the feasibility
of the model in simulating flows of enhanced complexity
subjected to different extra strain rates relevant e.g. to
plasma-actuated flow control towards the pressure recov-
ery enhancement in a 3D diffuser (Maden et al., 2015),
flow and aeroacoustics past a tandem cylinder (Maduta
et al., 2017; Köhler et al, 2020), dynamic stall effects at
a plunging airfoil (Kütermeier et al., 2019) and pulsating
flow in an aortic aneurysm (Bauer et al., 2020).
Flow in the 3D diffuser is extremely complex, Fig. 12.

It is characterized by a 3D separation bubble starting
in the corner built by two expanding walls (blue area).
Initial growth of this corner bubble reveals its spreading
rate along two sloped walls being approximately of the
same intensity. As the adverse pressure gradient along
the upper wall significantly outweighs the one along the
side wall due to a substantially higher angle of expansion,
11.3◦ vs 2.56◦, the separation zone spreads gradually over
the entire top wall surface. The strong three-dimensional
nature of the separation pattern is obvious.
The pulsed forcing imparted by the plasma actuator

(PA; mounted on the upper wall of the inflow duct)
to the fluid flow in the spanwise direction, generating
a pair of the streamwise vortices, changes completely
the natural sense of the rotational pattern of the sec-
ondary motion in inflow duct as well as its intensity, Fig.
13. The orientation of the PA-generated vortex in the
upper duct corner opposes a fairly weak vortex in the
lower duct corner, with the latter still resembling the
orientation of the baseline secondary motion. The rel-
evant peak transverse velocity magnitude is about ten
times higher compared to the baseline configuration and
about twenty times higher in the case of continuous ac-
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Figure 12: Flow in a 3D diffuser, baseline configuration
- instantaneous velocity field

Figure 13: Flow in a 3D diffuser, plasma-actuated con-
figuration (pulsed mode with 40% duty cycle) - time-
averaged velocity field coloured by velocity magnitude
and corresponding velocity vectors in the cross-section
of the inflow duct (only one half is shown)

tuation (not shown here). Depending on the operating
mode, the plasma-actuated manipulation of the inflow
conditions modifies secondary flow structure selectively,
either towards an increase of the turbulence intensity, as
in the case of pulsed actuation, or towards its suppres-
sion, as it is characteristic for the continuous operation.
The modification of the secondary motion through the
plasma actuator reflects restructuring of the separated
flow within the diffuser, see Fig. 14. The turbulence
intensity in the duct wall boundary layer transforming
into a separated shear layer is closely correlated with the
size of the flow reversal zone: higher turbulence level im-
plies a higher momentum transport across the separated
shear layer and a consequent depletion of the recircula-
tion bubble. Accordingly, whereas the recirculation zone
occupies the entire upper wall in the diffuser section and
consequently a part of the straight duct (Fig. 12) in
the baseline flow, the flow reversal vanishes almost com-
pletely in the case of the actuator pulsed with 40 % duty
cycle, Fig. 14-left. In the continuous actuation case, the
lower turbulence intensity influenced by significant sec-
ondary flow acceleration in the region corresponding to
the actuator location causes the flow to separate at the
side diffuser wall (Fig. 14-right), unlike in the baseline
case.
Fig. 15 illustrates the development of the pressure

coefficient on the bottom wall of the 3D diffuser con-
figuration representing the practically most important
outcome of the actuation. In all three diffuser config-
urations the continuous pressure decrease in the inflow
duct is followed by a steep increase after entering the
diffuser section. The different pressure recovery levels
depend strongly on the mode of the plasma-based actu-
ation of the secondary vortices in the inflow duct. The
pressure recovery enhancement for the pulsed configura-
tion is obvious compared to the baseline case without
flow control. Accordingly, it represents the most efficient
actuation, contributing to a strong turbulence activity

Figure 14: Iso-surfaces of axial velocity component
U/Ubulk = −0.01 (black iso-surface) and 0.4 (gray isosur-
face) for two plasma-actuated diffuser cases with pulsed
mode (left; 40% duty cycle) and continuous mode (right;
100% duty cycle)

Figure 15: Flow in a 3D diffuser - Pressure coefficient
distribution at the bottom diffuser wall for baseline and
actuated cases (experiment by Grundmann et al., 2011)

intensification and causing significant reduction of the
cross-sectional area occupied by the flow reversal.
Fig. 16 illustrates the instantaneous flow field past

an in-line arrangement of a tandem cylinder visualized
by the Q-criterion. The IS-RSM model’s capability of re-
solving the turbulence unsteadiness enables development
of turbulent structures in the gap and wake regions; the
complex vortex shedding process and associated flow fea-
tures are returned quantitatively accurate. The quanti-
tative evidence of the results obtained by both conven-
tional RSM and IS-RSMmodels is verified by contrasting
their outcome along with the experimentally obtained
results (Lockard et al., 2007; Neuhart et al., 2009), Fig-
ures 17-18. The tandem cylinder configuration can be
regarded as a simplified version of a landing gear and
can therefore serve as the first step in testing turbu-
lence models for predicting the airframe noise. The un-
steady pressure field is the most important flow variable
acting as the noise-source representative. Conventional
RANS models fail traditionally in predicting it because
of their time-averaging rationale. Only unsteady interac-
tions involving large scales can be reasonably captured.
The unsteady feature of the pressure field is represented
through the root-mean-square of the fluctuating pressure
on downstream cylinder, Fig. 17. The model results are
compared to those of the tripped experiments. It was ex-
perimentally found that the second cylinder is the main
source of noise as the relevant C ′

p′

rsm

values are four to

five times higher than those measured on the upstream
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Figure 16: Instantaneous flow structure visualized by the
Q-criterion (Q - iso-surfaces are coloured by the stream-
wise velocity magnitude) computed by the IS-RSM

Figure 17: Root-mean-square (rms) of the fluctuating
pressure at the downstream cylinder obtained by both
conventional RSM and its instability-sensitive variant

cylinder. The IS-RSM model results exhibit reasonable
agreement in regard to both peak values and C ′

p′

rsm

dis-

tribution over the most of the cylinder surface, indicat-
ing the model’s high potential for being used as a tool
for the noise prediction. The RSM model results in a
qualitatively correct shape of the C ′

p′

rsm

distribution but

underestimates significantly its values at the entire cylin-
der surface Obviously that incapability of capturing the
small-scale unsteadiness and their interaction with the
large scales caused such a non-satisfactory outcome.
The time-dependent flow features are illustrated fur-

ther in relation to the frequency spectrum of the sur-
face pressure at θ = 45◦ at the downstream cylinder
in Fig. 18-upper by the power spectral density (PSD).
The IS-RSM results exhibit very good agreement with
the QFF data while the RSM computations, due to the
time-averaged rationale of the URANS approach, repro-
duce substantially lower PSD level with distinct discrete
peaks, because only a weak unsteadiness of the large-
scale motion could be resolved. Furthermore, the pri-
mary vortex shedding frequency corresponds to 190.3 Hz
in relation to the RSM-related computation and 172.5
Hz to the IS-RSM-related one, with the latter compar-
ing very well with the frequency of 178 Hz evaluated
experimentally.
The power spectral density of the acoustic pressure

following from the aeroacoustic computations based on
the unsteady flow fields is presented for the far-field mi-
crophone position B in Fig. 18-lower (the results for
microphones A and C are similar, but are not shown
here for the sake of brevity). The PSD resulting from
the IS-RSM computation is in very good agreement with

Figure 18: PSD of the surface pressure at θ = 45◦ on
the downstream cylinder (upper) and far-field noise il-
lustrated by the PSD of acoustic pressure at microphone
position B (lower)

the experimental data over the entire frequency range
matching both the PSD peak value and the correspond-
ing frequency quite well, unlike the RSM-related PSD
result. The acoustic results, corresponding closely to the
previously displayed PSD of the surface pressure, sup-
port the conclusion that the IS-RSM computations can
generate appropriate acoustic sources in the flow field
representing highly suitable background for reasonable
determination and analysis of the far-field noise.

The next computational example deals with a plung-
ing airfoil down-stroke-motion causing a vertical veloc-
ity component being imposed to the free stream veloc-
ity in an airfoil-fixed frame of reference, which implies
a change of the effective angle of attack αeff . When
αeff reaches a specific threshold, determined by the air-
foil’s leading edge curvature, the boundary layer rolls
up and forms a leading-edge vortex (LEV) that accu-
mulates negative vorticity (ω−). The topology of the
vortex growth and detachment phase can be described
by a combination of half saddles, full saddles and nodes
as identifiers as outlined by Rival et al. (2014), Fig. 19.
Topologically, the LEV is bounded by two half saddles,
one at the leading edge where the LEV is fed by the
separated shear layer, and one at the rear reattachment
point. While the LEV grows by accumulating mass, its
reattachment point travels downstream until it reaches
the trailing edge, Fig. 19a. In case of the presently
considered boundary-layer eruption mechanism the LEV
induces an adverse pressure gradient on the boundary
layer that forms on the airfoil;s surface below the vortex
towards the leading edge. When the velocity induced by
the rotating LEV increases, the adverse pressure gradi-
ent reaches a critical value. Consequently, the boundary-
layer beneath the vortex will separate and eject fluid of
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Figure 19: Boundary layer eruption mechanism: half
saddle (yellow-coloured diamond), full saddle (red-
coloured diamond) and node (N; red-coloured circle) -
(a) growing LEV and (b) separation into primary (N1),
secondary (N2) and tertiary (N3) vortex

Figure 20: Temporal variation of the normalized span-
wise vorticity of the LEV generated at a plunging airfoil

positive signed vorticity (ω+) between vortex and lead-
ing edge. This upward ejection forms a secondary vortex
termed N2 rotating opposite (ω+) of the LEV (ω−), Fig.
19b. To satisfy topological consistency, a tertiary vortex
N3 (ω−) arises ahead of the secondary vortex.
Figures 20 and 21, illustrating the temporal evolution

of the spanwise vorticities and corresponding lift coef-
ficient, compare directly the results obtained by three-
dimensional computations employing both the baseline
(HJ)RSM model and its eddy-resolving IIS-RSM coun-
terpart with the experimental reference (Rival et al.,
2014). The vorticity measurements represent the results
of a ’single-shot’ experiment (the computations are per-
formed in the same way); the experimentally obtained
CL-coefficient represents an average over ten realisations.
The flow field obtained by the instability-sensitive IIS-

RSM model has, unlike the flow field related to the HJ-
RSM model employed within the conventional URANS
procedure (featured by a very weak bulk flow unsteadi-
ness in the spanwise direction), a true three-dimensional
character, representing the outcome complying with the
capability of the IISRSM model of capturing the tur-
bulence fluctuations, also in the spanwise direction. The
vorticity field (averaged over the spanwise direction; Fig.
20), depicted at the same time sequences as those ob-
tained by the HJ-RSM model, show much finer struc-
ture. It is characterized by a somewhat longer sustain-
ment of the shear layer feeding the Leading-Edge-Vortex,
reflected also in a closer agreement of the lift coefficient
with the experimental reference; this relates mostly to
the decreasing part of the lift coefficient development,
Fig. 21.
The final presently considered configuration focuses on

Figure 21: Temporal development of the lift coefficient

Figure 22: Spatial development of the mean axial veloc-
ity profile at the three time steps of peak volume flow
rate

the physiologically pulsating flow in an aortic aneurysm
for which the experimental reference has been provided
(by employing the MRV and LDV measurement tech-
niques) by Bauer et al. (2020), Figures 22-23.

Fig. 22 displays the mean axial velocity profile devel-
opment within the aneurysm configuration at the three
time steps corresponding to peak volume flow rates, ac-
quired with MRV and LDV, compared to the CFD-
ISRSM result and an analytic (laminar flow) solution.
The temporal evolution of the flow resembling a physi-
ological variation of the volume flow rate in the aorta,
shown in small diagram in the upper left corner, relates
to the so-called exercise conditions. The ’positive’ peak
flow Reynolds number (measured at the time instant
t/T = 0.26) is 7649, whereas the one related to the ’nega-
tive’ peak (at t/T = 0.55) corresponds approximately to
5550. The shaded red area indicates the variation of the
MRV velocity profiles over the circumferential direction.
The velocity field is typical of a pulsating flow with alter-
nating reversal flow regions. Overal agreement between
experimental and computational results is on a very high
level. At the time instant t/T = 0.26 the flow detaches at
the proximal neck due to the increasing flow rate forming
a vortex ring which subsequently induces negative veloc-
ities at the wall, expands over the entire aneurysm cross-
sectional area, travels downstream, weakens and finally
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Figure 23: Spatial distribution of the WSS for different
time steps during the cycle (with the corresponding val-
ues depicted on the left axis). The respective flow rate
at each time step is denoted by red point in the up-
per right corners. The MRV-related circumferentially-
averaged velocity field is given on the bottom (using the
right colourbar and the lower axis)

dissipates. This vortex ring growth can be adequately
followed in Fig. 23, highlighting also the generation and
movement of both primary and secondary vortex cores
in the flow field. In addition, the spatial distribution of
the wall shear stress (WSS) at different time sequences
within one physiological cycle is shown. Its alternating
behaviour is closely correlated with the previously illus-
trated velocity field. The simulation results exhibit very
good agreement with the LDV measurement, while the
MRV results show some underestimations, especially in
the regions and at the time steps where high WSS peaks
are present.

4 Summary

An overview of the activities is presented related to de-
velopment and application of differently-designed RANS-
based eddy-resolving strategies for turbulent flow simula-
tions, relying on both eddy-viscosity and Reynolds-stress
modelling concepts. Numerous highly non-equilibrium
flow configurations exhibiting different features is com-
putationally studied and discussed along with reference
experiments and other (LES/DNS) computational stud-
ies demonstrating the model feasibility and applicabil-
ity in a broad range of complex, wall-bounded turbulent
flows.
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